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An interpretation of the conductivity of a Luttinger liquid in terms of electron-hole pair creation in the
corresponding one-dimensional electron gas with Dirac Hamiltonian is given. Full counting statistics of
electron-hole pair creation in arbitrary external electric field is considered.
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There is vast literature on Luttinger liquids �see, e.g.,
Refs. 1–5�. Their various properties has been thoroughly
studied since the discovery of bosonization by Tomonaga,6

which was further developed by Luttinger7 and Haldane.8

Here we readdress a question concerning the response of a
pure Luttinger liquid to an arbitrary external electric field.
We give a simple picture of transport in Luttinger liquids
based on the electron-hole pair creation in the corresponding
one-dimensional electron gas with Dirac Hamiltonian. Al-
though the nonlocal ac conductivity of a Luttinger liquid
��x ,��= e2

h cos�x
vF

has been known long ago and studied in
detail,4 it seems that the formula �9� has not been fully ap-
preciated in the existing literature. In this paper we want to
emphasis that it has a simple meaning. The concept of Lut-
tinger liquid is one of the most important concepts in modern
condensed matter physics and the lack of such simple inter-
pretation of the formula �9� should be addressed.

The formula �9� can be obtained straightforwardly from
the ac conductivity of Luttinger liquid ��x ,��, but it is in-
structive to present here the whole derivation, first, to set
notations and second, because we will make use of some
results in the subsequent discussions �in the context of full
counting statistics�.

We begin by describing the standard technique of evalu-
ation of the response function of Luttinger liquid. The action
for Luttinger liquid interacting with an electromagnetic field
has the form4

S =
1

2
� dxdt

��vF��x��2 −
1

vF
��t��2 +

2e
��

�A0�x� − Ax�t��� , �1�

where A� is the vector potential of the electromagnetic field,
and

� = e�x�/�� , �2�

j = − e�t�/�� �3�

are, respectively, charge and current densities. Variating in �,
one obtains equations of motion

vF�x
2� −

1

vF
�t

2� =
e

��
E�x,t� , �4�

where E�x , t�=−�xA0+�tAx is the strength of the electric
field. Performing the Fourier transform of Eq. �4� gives

vF�x
2�̄ +

1

vF
�2�̄ =

e
��

E�x,�� . �5�

The general solution to this equation is

�̄�x,�� = Aei��/vF�x + Be−i��/vF�x

+
e

���
�

−�

x

E�y,��sin� �

vF
�x − y��dy , �6�

where A and B are arbitrary constants. From the requirement
that at x→ 	� only e	i��/vF�x harmonics survive we find

�̄�x,�� = −
ie

2���
�

−�

�

E�y,��ei��/vF��y−x�dy

+
e

���
�

−�

x

E�y,��sin� �

vF
�x − y��dy . �7�

The Fourier transform of the current density j�x , t�=
−e�t��x , t� /�� is given by

j�x,�� =
ie�

��
�̄�x,�� . �8�

It is now simple to derive the result

j�x,t� =
e2

h
�

−�

�

E�y,t − �x − y�/vF�dy . �9�

We assume for brevity that 
=1, i.e., 2�=h.
Luttinger liquid emerges when one bosonizes the Hamil-

tonian of one-dimensional massless Dirac fermions. The La-
grangian is2

L =� dx�̄���i�� + eA��� , �10�

where �̄=�†�0, �� are matrices satisfying the condition
���+���=2g�, g� is the metric tensor g00=0, g11=−1.
We have put vF=1 for simplicity.

It is possible to integrate out fermions exactly in this
model using the following correspondence between fermi-

onic current operators J�= �̄��� and the bosonic field �
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J� =
1

��
���� �11�

with the action

S =� d2x����2, �12�

which is valid in one dimension only.9 The result for the
effective action of the electromagnetic field is10

Sef f�A	 =
1

2�
� d2xd2yF��x�D�x,y�F��y� , �13�

in which D is the outgoing-wave Green’s function defined by

�2D�x,x�� = ��x − x�� . �14�

In Fourier space it is given by

D��,q� =
1

�2 − q2 + i0 sign �
. �15�

The term +i0 sign � ensures the causality.
It is possible to obtain the current induced by electromag-

netic field by variating this expression in A�. The answer is10

j��x� = −
e2

�
A��x� −

e2

�
��� dx�D�x,x����A

�x�� . �16�

This expression was first obtained by Schwinger almost half
century ago.10 He developed the theory of one-dimensional
electrodynamics and showed that this model is exactly solv-
able. We will assume that the field A� entering Eq. �16� is the
external electric field.

Now we need to simplify Eq. �16�. We will assume for
simplicity that Ax=0. Then substituting Eq. �15� in Eq. �16�,
we obtain after partial integration

j�x,t� =
e2

�
� dyd�E�y,��

�

�t
� d�

2�

dq

2�

eiq�x−y�−i��t−��

�2 − q2 + i0 sign �
.

�17�

�-integration gives

j�x,t� =
e2

2�
� dy�

−�

t

d�E�y,��

�� dq

2�
eiq�x−y��e−i�q��t−�� + ei�q��t−��� . �18�

Simple calculations yield the final expression which coin-
cides with Eq. �9�, thus providing another derivation of Eq.
�9�.

The aim we followed when deriving Eq. �9� by different
methods was not to show that both methods lead to the same
result, but rather to show that in combined fermion-boson
language the transport in both systems becomes quite trans-
parent.

Equation �9� has a simple explanation. We recall here the
fact that external electric field creates electron-hole pairs.
The rate of pair creation per unit length equals11–17 �for
massless Dirac fermions�

� =
e�E�
2�

. �19�

Although in Refs. 11–17 this expression was obtained only
for a uniform, constant in time electric field, it is reasonable
to assume that it is correct for arbitrary electric fields. The
fact that in one dimension the pair creation rate in the system
of massless Dirac fermions is local drastically simplifies all
the situation. After the pair is created, the electron will move
in one direction with the velocity vF, whereas the hole will
move in the opposite direction with the same velocity. If the
pair is created at the point y it takes the electron or the hole
the time �x−y� /vF to reach the point x �whether it is the
electron or the hole reaches the point x, obviously depends
on the direction of the electric field at the point y at the
moment t− �x−y� /vF�. Then one needs to integrate over the
whole space taking into account this fact. Hence the retarded
structure in Eq. �9�. Let us stress here that in this picture, the
effect of the external electric field is the creation of new
electron-hole pairs only. The created pairs move as free par-
ticles. This can be seen from Eq. �4� since f1�x−vFt�+ f2�x
+vFt� is always a solution of the homogenous equation. This
reasoning can also serve as an elementary derivation of the
formula �9�.

Let us now discuss what changes in the above picture
when the Luttinger liquid parameter K does not equal to 1 �as
discussed above, K=1 corresponds to interactionless electron
system; in the system of electrons with short range interac-
tion the parameter is K�1 for repulsive and K�1 for attrac-
tive interactions, respectively�. In this case the charge and
the Fermi velocity are renormalized according to

u =
vF

K
, e� = e�K . �20�

Then Eq. �9� and the above picture remain valid in the gen-
eral case provided that e and vF are replaced by Eq. �20�,
E�x , t� being the external field, but not the actual electric
field. The setup relevant for experiments is a Luttinger liquid
coupled to leads.18 Potential drop between the leads is renor-
malized because of interactions.19,20 It is due to this fact that
the dc conductivity is universal �interaction independent�19–24

and the ac conductivity is not given by ��x ,��= e2

h cos�x
vF

with
renormalized e and vF, but by a rather more complicated
expression.25

Now we turn to statistics of electron-hole pair creation �it
will suggest us that the above picture is valid not only on the
average, but also when characterized by higher order mo-
ments�. It is sufficient to find the characteristic function of
the corresponding distribution which is defined as

���� = 
ei��Q̂/e�� , �21�

where

Q̂ = −
e

��
�

−�

�

�t��x,t�dt �22�

is the charge transferred through the point x. As we will see,
the form in which Eq. �22� is written is very convenient for
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calculations. After averaging exp�i�Q̂ /e�, using the action
for the boson field � Eq. �1� and subtracting the equilibrium
contribution to charge fluctuations, we obtain

���� = exp� ie�

�
� dyd�E�y,���

−�

�

�tD�t − �,x − y�dt�
�23�

The derivative in Eq. �23� was calculated earlier �see Eqs.
�17� and �18�	 and is given by a sum of delta functions

1

2
��t − �����t − � − x + y� + ��t − � + x − y�	 .

Finally we obtain

���� = e�ie�/2���E�y,��dyd�. �24�

Introducing the following notation for the total charge trans-
ferred

Na =
e

2�
� E�y,��dyd� , �25�

this can be rewritten as

���� = ei�Na. �26�

We see that charge does not fluctuate. This is expected and
for the case of uniform electric field can be derived also by
Landauer formalism. Consider a setup, consisting of two
electrodes at x�0 and x�L with a linear potential barrier
formed between them by electric field E �see, e.g., Ref. 13�.
The transmission probability of Dirac electrons with mass m
through this barrier is

T = e−�m2/eE. �27�

The characteristic function expressed in terms of T reads26

�1��� = �1 + �ei� − 1�T	N1, �28�

where N1 is the so-called number of attempts to traverse the
barrier during the time interval �t

N1 =
eEL�t

2�
.

This agrees with Eqs. �25� and �26� for m=0. The average
and the mean square deviation of the transferred charge are
given by


N� = N1T, 
��N�2� = N1T�1 − T� . �29�

We note here, that the formula �28� for the full counting
statistics of pair creation in the uniform electric field can be
easily generalized to higher dimensions. The derivation of
the full counting statistics by field theoretical methods, if it
exists, would be very complicated. However, the Landauer
formalism together with the Levitov formula26 provides a
very simple derivation. For D=2 by direct application of the

results of26 and taking into account that the momentum de-
pendent transmission probabilities are given by Eq. �27� the
mass m being substituted by �m2+k2 �k–transverse mo-
menta�, we have

ln �2��� = N1L�� dk

2�
ln�1 + �ei� − 1�e−���m2+k2�/eE		

= − N2
n=1

�
�1 − ei��n

n3/2 Tn,

where

N2 =
�eE�3/2S�t

�2��2 , S = LL�

and T is still given by Eq. �27�. The average and the mean
square deviation are �see also,12 where the Fano factor F
=1− 1

21/2 of a graphene p-n junction was obtained�


N� = N2T, 
��N�2� = N2T�1 −
T

21/2� .

In D=3 one has

ln �3��� = N1S�� d2k

�2��2 ln�1 + �ei� − 1�e−���m2+k2�/eE		

= − N3
n=1

�
�1 − ei��n

n2 Tn, �30�

where

N3 =
�eE�2V�t

�2��3 , V = LS�.

The average and the mean square deviation:


N� = N3T, 
��N�2� = N3T�1 −
T

2
� .


N� is in agreement with the results known in quantum elec-
trodynamics �see Refs. 16 and 17 and references therein�.

In summary, we have shown that the well known formula
�9�, which is just a Fourier transform of the response func-
tion given in textbooks, has a simple interpretation as cre-
ation of electron-hole pairs with the rate e�E�

h and their subse-
quent motion with the velocity vF. This can serve also as an
elementary derivation of Eq. �9�, provided that one knows
the dc conductivity e2

h of Luttinger liquid and the fact that
pair creation in the system of one-dimensional massless fer-
mions is local. This constitutes the main result of the paper.
In conclusion we considered the full counting statistics of
pair creation in arbitrary electric field which turns out to be
trivial �there is no fluctuations� as is expected in analogy
with the uniform electric field case.

The author would like to acknowledge S. M. Apenko and
P. I. Arseev for valuable discussions of the results.
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